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Bivalent ligands are increasingly important therapeutic agents. Although the naturally occurring antibodies are predominant, it
is becoming more common to combine different antibody fragments or even low molecular weight compounds to generate
heterobivalent ligands. Such ligands exhibit markedly increased affinity (i.e. avidity) and target residence time when both
pharmacophores can bind simultaneously to their target sites. This is because binding of one pharmacophore forces the
second tethered one to stay close to its corresponding site. This ‘forced proximity’ favours its binding and rebinding (once
dissociated) to that site. However, rebinding will also take place when the diffusion of freshly dissociated ligands is merely
slowed down. The present differential equation-based simulations explore the way both situations affect ligand binding. Both
delay the attainment of binding equilibrium (resulting in steep saturation curves) and also increase the target residence time.
Competitive ligands are able to interfere in a concentration-dependent manner, although much higher concentrations are
required in the ‘forced proximity’ situation. Also, it is only in that situation that the ligand shows increased affinity. These
simulations shed light on two practical consequences. Depending on the pharmacokinetic half-life of the bivalent ligand in
the body, it may not have sufficient time to achieve equilibrium with the target. This will result in lower potency than
expected, although it would have significant advantages in terms of residence time. In in vitro experiments, the manifestation
of steep saturation curves and of accelerated dissociation in the presence of competitive ligands could mistakenly be
interpreted as evidence for non-competitive, allosteric interactions.

Abbreviations
2D, 3D, two- and three-dimensional; (a and c), aa, ab, monovalent, homobivalent and heterobivalent ligands; A, B,
target sites (ligand-bound species are named in Schemes 1 and 2); [L], f, local concentration of unbound
pharmacophore of ab, handicap factor for its binding; r, maximal distance between a and b in ab

Introduction
Affinity is the term used to describe the strength of a single
bimolecular interaction between a ligand and its target. If a
ligand is able to bind to the target via two (or more) pharma-
cophores, these multiple interactions can synergize to
enhance the apparent affinity. This effect is commonly
referred to as ‘avidity’. This can obviously only take place

when the target sites are sufficiently close together for them
to be simultaneously occupied by the two pharmacophores of
the ligand. The resulting synergy could be brought about via
allosteric interactions (Valant et al., 2012), but this is not a
necessary condition. Indeed, binding of one pharmacophore
to its corresponding site at the target brings the second phar-
macophore in close proximity to that target, increasing its
local concentration and thereby the probability of an inter-
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action with the second site (Kaufman and Jain, 1992;
Plückthun and Pack, 1997; Kramer and Karpen, 1998). This
can also lead to large increases in target residence time,
because when one pharmacophore dissociates from its target
site, it has to remain in ‘forced proximity’ as long as its
tethered, companion pharmacophore is still bound. The
resulting high local concentration of the dissociated pharma-
cophore will therefore also significantly increase its chances
to bind again to its original target site. As further expanded
on below, this represents a form of ‘rebinding’.

The most common examples of bivalent ligands are the
natural antibody proteins, IgE, IgG and IgD. These immu-
noglobulins possess two identical epitope-binding regions
and so are considered to be bivalent. Because bivalent ligands
have two identical pharmacophores, in order for them to
exhibit avidity, they must be able to cross-link the same site
on two different targets that are in close proximity to each
other. This is in contrast to heterobivalent ligands that
possess two different pharmacophores. While still retaining
their ability to cross-link two targets, these molecules can also
obtain an avidity-driven increase in affinity by binding at two
different sites on a single target.

It is becoming more and more common to mimic the
multivalency of naturally occurring immunoglobulins when
generating new ligands of therapeutic potential, particularly
in the combination of ligand fragments. Although the Fc
domain on naturally occurring antibodies is critical for the
recruitment of cytotoxic effector functions, when it is present
on a therapeutic protein, it can sometimes cause inappropri-
ate activation of Fc-receptor expressing cells, leading to toxic
levels of cytokine release. To overcome this (and other)
issue(s), single-domain antibodies, such as Fab and scFv, have
been developed, but these monovalent fragments very often
lack the high affinity and long retention times of conven-
tional antibodies. It is therefore common to ‘reconstruct’
multivalent fragments into bi- and tri-specific Fabs or scFV
diabodies or triabodies (see Holliger and Hudson, 2005).

A relatively new addition to the single-domain ligand
therapeutic agents is the so-called nanobodies, VHH-based
immunoglobulin single-variable domains of heavy-chain
antibodies that naturally occur in the Camelidae family. In a
recent study by Jähnichen et al. (2010), nanobodies were gen-
erated to the extracellular domain of the chemokine receptor
CXCR4 (receptor nomenclature follows Alexander et al.,
2011). The authors described two different nanobodies that
bind to distinct, but partially overlapping, target sites in the
extracellular loops. Individually, these nanobodies bound the
receptor with reasonable affinity, but coupling them together
with linkers ranging from 15 to 20 amino acids resulted in up
to a 27-fold increase in apparent affinity for CXCR4. The
authors showed that linking one of the active nanobodies
to an inactive nanobody decreased the apparent affinity,
showing that the linker itself did not contribute to the
increased affinity. It also suggests that adding the linker
caused some steric hindrance or rotational freedom of the
single nanobody. A positive cooperative effect of the two
active nanobodies was ruled out by equimolar mixing of the
monomers without the linker. It is clear then that the
enhanced apparent affinity of the nanobodies was a result of
generating biparatopic/heterobivalent ‘diabodies’ and the
associated avidity.

Several groups are taking advantage of the increase in
functional affinity offered by linking nanobodies by generat-
ing higher-order multimers. For example, Zhang et al. (2004)
have generated pentamers of a single-domain nanobody
raised against parathyroid hormone (PTH). While the
monomer bound immobilized PTH with a KD of 7 mM, they
found that the pentameric form showed an affinity gain of
three to four orders of magnitude. This was accompanied by
a corresponding decrease in the dissociation rate constant,
falling from over 1 s-1 to an estimated 0.0001 s-1.

Persistent rebinding of a multivalent ligand can lead to
its accumulation in the region of its target. This is perhaps
best demonstrated by studying the location of antibodies in
a tumour, where it is often observed that they have a het-
erogeneous, largely perivascular distribution (Baker et al.,
2008; Rudnick and Adams, 2009). In a study that modelled
the penetration of the vascular wall and antigen-antibody
interaction, binding of the antibody to antigen retained
the ligand in the local area around the target, preventing
further diffusion into the tumour (Fujimori et al., 1989), a
phenomenon that has been termed the ‘binding site barrier’
(Weinstein et al., 1987). This relationship between antibody
and antigen distribution has since been demonstrated in vivo
using autoradiography and immunohistochemistry (Juweid
et al., 1992). In these situations, antibody rebinding and
accumulation is thought to be highly dependent on the
density of its target; thus a high density of antigen can lead
to the retention of even low-affinity antibodies (Zuckier
et al., 2000).

Although these principles are far more widely utilized for
biological therapeutic agents, there is a growing number of
examples of bivalent low molecular weight ligands and pep-
tides. The search for improved receptor subtype selectivity
has driven the generation of a series of bivalent muscarinic
M2 receptor ligands (Disingrini et al., 2006; Steinfeld et al.,
2007; Antony et al., 2009). These ligands comprise a fragment
that binds the orthosteric, ACh binding site linked to an
allosteric fragment that binds to an alternative location on
the same receptor. Binding to the orthosteric site is consid-
ered to give good affinity, while binding to the allosteric site
confers receptor subtype selectivity, although it is interesting
to note that the combined binding domain ligand (THRX-
160209) had a significantly improved affinity and selectivity
when compared with the single monomeric components
(Steinfeld et al., 2007). In addition, based on the results
obtained when performing ‘infinite dilution’ dissociation
experiments, the authors also concluded that this divalent
ligand displayed moderately increased residence time when it
was simultaneously bound to both sites at the M2 receptor,
relative to residence times when only a single site was
involved (Steinfeld et al., 2007).

More recently, Steinfeld et al. (2011) reported the discov-
ery of THRX-198321, a bifunctional muscarinic receptor
antagonist and b2-adrenoceptor agonist. This molecule con-
sists of a muscarinic antagonist moiety linked by a C9
polymethylene linker to a b2-adrenoceptor agonist moiety.
They found that THRX-198321 bound with very high affinity
to both the M3 muscarinic receptor and the b2-adrenoceptor,
greater than 300-fold that of the monovalent fragments at
their cognate receptors. By measuring the effect on orthos-
teric radioligand dissociation rates, they suggested that the
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ligand binds to both the orthosteric and an allosteric site of
both the receptors. Further detailed studies are required to
find out whether allosteric enhancement of orthosteric affin-
ity also contributed in some way, but the example shows that
by anchoring a second low-affinity ligand close to its binding
pocket, the increased local concentration can significantly
enhance the propensity to bind.

The rebinding concept has been invoked in several studies
of long-lasting binding and avidity of di-/multivalent anti-
bodies and other ligands (Pack et al., 1995; Shinohara
et al., 1997; Müller et al., 1998; Todorovska et al., 2001;
Arranz-Plaza et al., 2002; Dwir et al., 2003; Gregory et al.,
2006; Zichi et al., 2008), but it is not always clear what
mechanism is actually referred to in those articles. This illus-
trates the semantic confusion that still exists around the
‘rebinding’ terminology. Indeed, this term was initially (and
sometimes still is) used in the context of washout-type disso-
ciation experiments to designate the establishment of a
new macroscopic binding equilibrium (De Meyts et al., 1973;
Limbird and Lefkowitz, 1976). Central to this definition is the
assumption that dissociated ligand molecules immediately
distribute throughout the new wash-out medium. However,
‘rebinding’ is now also used to describe phenomena that take
place at the micro-anatomic scale, namely the consecutive
binding of the same ligand to its target (or those nearby)
before it finally escapes into the bulk of the solution.
As reviewed elsewhere (Vauquelin, 2010; Vauquelin and
Charlton, 2010), this process is favoured when the free three-
dimensional (3D) diffusion of the dissociated ligand is
hindered. This can already be brought about by the cell
membrane itself by virtue of its ability to create an adjacent
‘unstirred layer’ (Berg and Purcell, 1977; De Meyts et al., 1977;
Goldstein and Dembo, 1995). Even more hindrance occurs
when the ligand is liberated in small membrane-surrounded
cavities such as neuronal synapses and other interstitial
spaces in tissues (Coombs and Goldstein, 2004; Hrabctová
and Nicholson, 2004; Spivak et al., 2006) and for ligands that
approach and leave their target via two-dimensional (2D)
diffusion within the plane of the cell membrane (Szczuka
et al., 2009; Vauquelin and Packeu, 2009).

A situation of avidity-related forced proximity may be
considered to represent an extreme form of hindered ligand
diffusion and its associated rebinding is therefore likely to be
much more profound. To provide better insight into this
issue, the simulations presented here explored the magnitude
by which forced proximity – and a more mundane ‘unstirred
layer’ – type hindered diffusion may affect a ligand’s disso-
ciation behaviour and the manner by which its apparent
affinity evolves with time. These simulations (see Supporting
Information Appendix S1 for methodology) give an account
of the binding of mono- and bivalent ligands to well-
separated target sites on a membrane surface and the conse-
quent effect of hindered diffusion (Figure 1.1, 1.2) as well as
the binding of heterobivalent ligands to sufficiently proxi-
mate target sites to permit the simultaneous binding of both
pharmacophores to their cognate site (Figure 1.3). When
comparing the practical outcomes of both mechanisms, the
simulations shed light on similarities such as extended target
occupancy and the emergence of steep saturation binding
curves and, quite strikingly, on the opposing modulation of
the ligand’s (apparent) affinity.

Nomenclature and description of
the models

Two types of terminologies are generally used in the present
context: while bi-/multivalent antibodies bear binding
domains that interact with epitopes, synthetic bi-/
multivalent ligands bear pharmacophores that interact with
target sites. We will follow the recent, excellent review article
by Valant et al. (2012) and use only the latter terminology
here. The term ‘functional affinity’ has also been used by
some to designate a bi-/multivalency-related increase in
apparent affinity. As this term is a synonym of ‘avidity’ and
also to avoid potential confusion with ‘functional selectivity’
(a term that is associated with the stabilization of unique
receptor conformations, allowing agonists to trigger distinct
signalling mechanisms; Kenakin, 2009; Valant et al., 2012),
only the term ‘avidity’ will be used.

For the three models that we have examined here, each
ligand/pharmacophore-target site interaction was considered
to be a simple, reversible bimolecular process obeying the law
of mass-action. Such interaction is sufficient to simulate the
binding of a monovalent ligand ‘a’ to its target site ‘A’
(Scheme 1.1). The rates of complex formation and dissocia-
tion are governed by the constants k1 and k-1. A homobivalent
ligand ‘aa’ possesses two equivalent pharmacophores ‘a’ and
here it is assumed that the individual target sites ‘A’ are so far
apart that only one of its pharmacophores can bind any time
(Scheme 1.2). As both pharmacophores are equivalent, the
bivalent ligand has twice the probability to undergo success-
ful binding to the target site than that of the monovalent
ligand.

Figure 1
(1, 2) Interaction between a monovalent ligand and a bivalent ligand
with identicaLpharmacophores (red spheres) and a single isolated
target site (orange oval) located at the surface of a cell membrane.
Such ligands are further abbreviated as ‘a’ and ‘aa’, respectively, and
Figures 7 and 8 depict their binding profiles in situations where their
3D diffusion is either unaffected or hindered. (3) Distinct target sites
are present as isolated pairs ‘AB’ and are in sufficiently close proxim-
ity to be occupied simultaneously by a heterobivalent ligand with
matching pharmacophores ‘ab’. After the binding of one pharma-
cophore to its cognate target site, the interaction between the
second pharmacophore (green sphere) to its target site (yellow oval)
is favoured by their ‘forced’ proximity. Figures 2–6 depict their
binding profiles in different situations.
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For the bivalency model presented in Scheme 1.3, the
ligand ‘ab’ is heterobivalent: it bears two distinct pharma-
cophores denoted as ‘a’ and ‘b’. To simulate avidity, the
corresponding target sites, ‘A’ and ‘B’, are assumed to be apart
by less than the maximal distance, r, between ‘a’ and ‘b’
(Scheme 1.3). This implies that both pharmacophores can
bind their cognate target sites simultaneously; ‘A’ and ‘B’ are
thus likely to be physically connected to constitute a ‘target-
pair’ ‘AB’. Unhindered a-A and b-B interactions take place
with the respective kinetic constants k1 and k2 for association
and k-1 and k-2 for dissociation. The individual binding events
were described by a model (Scheme 1.3) that is based on
earlier ones (Kaufman and Jain, 1992; Plückthun and Pack,
1997), but with extensions. Those initial models stipulate
that, after the partial binding of the bivalent ligand via one of
its pharmacophores (formation of either aAB via a-A interac-
tion or ABb via b-B interaction), the second tethered phar-
macophore is confined to half of a sphere with radius r. When
‘A’ and ‘B’ reside at the surface of a membrane, the local
concentration of this second pharmacophore, [L], corre-
sponds to that of one molecule in a volume equal to (2·p·r3)/3.
It is therefore likely to be much higher than the ligand
concentration, [ab], in the bulk of the solution. We have

extended those models by allowing the rate constant of this
second pharmacophore-target site interaction to be decreased
by a penalty factor, f, accounting for, for example, limited
rotational freedom of this pharmacophore. This extension
was inspired by recent binding studies by Jähnichen et al.
(2010) where the apparent affinity of an ‘active’ nanobody
decreased when coupled via 15–20 amino acids linkers to an
‘inactive’ nanobody. This observation even indicated that
merely linking two nanobodies via a peptide chain may
already cause some steric hindrance or loss of rotational
freedom for the initial binding event. An additional exten-
sion accounted for the ability of another free ligand to bind
when one of the target sites is still vacant (i.e. to yield the
hybrid a’ABb’ species). Only the overall occupancy of ‘AB’
(i.e. [AB]occ, corresponding to the sum of all bound species, see
equation 10 in Supporting Information Appendix S1) is con-
sidered for the present simulations. In this respect, aABb was
found to constitute by far the most abundant species and it is
only under highly unfavourable conditions for its formation
(i.e. a high value of r, f and [ab], especially in combination)
that some other bound species started to represent a signifi-
cant fraction (data not shown).

This bivalency model represents the simplest situation in
which binding of divalent ligands may result in a net increase
in apparent affinity and residence time. Moreover through
the use of differential equations, the present simulations
allow, for the first time, a description of the binding behav-
iour of such ligands under realistic (i.e. non-equilibrium)
experimental conditions. Many variants of this model are
likely to exist and their number is probably only limited by
our imagination. In this respect, the supplementary ability of
both pharmacophores to influence each other’s binding char-
acteristics in an allosteric fashion has recently been reviewed
by Valant et al. (2012). In that situation, the ligand is referred
to as ‘bitopic’. Even more intricate situations, such as when
one of the pharmacophores displays agonist characteristics,
were evoked as well. While such more elaborate models are
certainly worth studying by a related approach in the future,
they remain beyond the scope of the present analysis. Moreo-
ver, to reduce the number of input parameters, we here only
explored the situation where the naïve a-A and b-B binding
events are governed by the same association and dissociation
rate constants. In practice, such constants are likely to be
different, especially when both pharmacophores display dis-
tinct physicochemical characteristics.

Finally, to simulate the effect of a distinct ligand ‘c’ on the
dissociation profile of ‘a’, ‘aa’ and ‘ab’, it is assumed that ‘c’
only binds to ‘A’ in a reversible and competitive fashion with
the kinetic constants k3 and k-3. In the case of target-pairs, the
c-A interaction is assumed to leave the b-B interaction undis-
turbed and vice versa. The relevant interactions are presented
in Scheme 2.1–2.3.

Forced proximity and avidity

Simulations were based on the differential equations pro-
vided in Supporting Information Appendix S1. As shown in
the left panels of Figure 2, the saturation curves of monova-
lent ligands ‘a’ and of bivalent ligands with equivalent phar-
macophores ‘aa’ are sigmoidal (when their free concentration

Scheme 1
Schematic representation of the ligand-target site interactions shown
in Figure 1. The abbreviated notation for the molecular species and
complexes is in red. ‘a’ is a monovalent ligand in (1), ‘aa’ is a bivalent
ligand with tethered, equivalent pharmacophores in (2) and ‘ab’ is a
heterobivalent ligand with distinct pharmacophores ‘a’ and ‘b’ in (3).
‘A’ is a single isolated target site in (1) and (2), and ‘AB’ are the paired
proximate target sites (further denoted as target-pair) in (3). k1 and
k2 are the association (in·M-1·min-1) and k-1 and k-2 dissociation rate
constants (in·min-1) of the bimolecular interactions taken in consid-
eration and f is a ‘penalty’ factor for the second pharmacophore-
target site association. Differential equations that govern how the
concentration of these different species evolves with time are pro-
vided in Supporting Information Appendix S1.
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is expressed in a logarithmic scale) with a Hill coefficient close
to unity (i.e. nH � 1.02) after 60 min of incubation when the
target sites are far apart and when diffusion is unhindered.
The ligand concentrations at which 50% of the target sites are
occupied in this type of simulations closely fit with the theo-
retical KD of the individual bonds (defined as k-1/k1) for the
monovalent ligand and half this value for the divalent ligand.
With two equivalent pharmacophores, the bivalent ligand is
indeed able to associate twice as fast as the monovalent one.
Hence, its overall association rate equals 2·k1.

Quite distinct binding behaviour is observed for the het-
erobivalent ligands ‘ab’ whose pharmacophores, ‘a’ and ‘b’,
are able to bind simultaneously to their cognate target sites
‘A’ and ‘B’ (Figure 1.3). As shown in the left panels of
Figure 2, the saturation binding curves of such ligands show
continuing leftward shifts with time and well beyond the
initial 60 min. For the sake of simplicity, a-A and b-B binding
events were considered to proceed with the same kinetic
constants (so that only k1 and k-1 need to be taken into
consideration). A comparison of panels A and C reveals the
predominant influence of k-1 on this delay. Indeed, despite a
10-fold drop in k-1, quasi-equilibrium binding of the hetero-
bivalent ligand is attained after about 2 h in panel A, whereas
it takes almost 8 days in panel C. These and related simula-
tions (not shown) indicate that the time required to achieve
quasi-equilibrium binding with such ligands increases in step
with the square of the dissociation half-life (further referred
to as t1/2) of an individual bond. The panels on the right hand
side of Figure 2 provide insight on how the apparent affinity
(further denoted as appKD(ab)) and the nH values of the hetero-
bivalent ligands evolve over time for each of the input k-1

values.
When quasi-equilibrium is finally reached, the hetero-

bivalent ligand’s affinity is substantially higher than that of
the corresponding monovalent ligand. This gain in affinity
amounts to KD(a)/KD(ab) of 200 (panel A), 500 (panel B) and
2000 (panel C). As further illustrated below, this gain is pro-
portional to t1/2 and can thus become substantial when the
individual bonds are already dissociating slowly by them-

selves. However, comparing the affinity of mono- and hetero-
bivalent ligands has only theoretical significance as it is
highly unrealistic to obtain KD(ab) values experimentally
because of the often very long incubation times needed. To
present a more pragmatic picture, the subsequent simulations
will only explore the influence of different binding param-
eters on the avidity-mediated gain in apparent affinity after
a fixed 60 min incubation. Among the different possible
graphical representations of such gains, we opted to express
the gain as apppKD(ab) - pKD(a) and to plot it as a function of
log(t1/2) for visual simplicity in the following Figures.

Figure 3 shows the influence of different k1/k-1 combina-
tions on this gain. In this respect, it is of interest to observe
first how apppKD(ab) and pKD(a) are influenced by the k1/k-1

combinations separately. The monovalent ligand saturation
curves in Figure 3A reflect quasi-equilibrium (i.e. nH � 1.02)
for all the combinations examined and, in agreement with
this, pKD(a) increases in step with log(t1/2), with a slope factor
of 1. In contrast, the shape of the corresponding curves for
the bivalent ligands is more complex. As shown in Figure 3B,
apppKD(ab) increases initially also in step with log(t1/2), but
with a slope factor of 2. Moreover, when log(t1/2) is further
increased, the concomitant increase in apppKD(ab) will progres-
sively slow down and finally come to a halt; apppKD(ab) has then
attained an upper limit. Increasing k1 causes this upper
apppKD(ab) value to increase proportionally and it also allows
this value to be attained at lower log(t1/2) values (Figure 3B).
This plateau is indicative of a non-equilibrium situation that
results from the limited incubation time. Indeed, while cor-
responding nH values are close to unity for the ascending part
of the curves, the inflection coincides with a sharp increase in
nH (data not shown). In addition, instead of reaching an
upper limit, apppKD(ab) continues to rise linearly with log(t1/2)
when incubations last long enough for quasi-equilibrium
binding to be reached (red symbols in Figure 3B in the case of
k1 = 1 ¥ 106 M-1·min-1). This further supports the proposition
that a quasi-equilibrium situation applies only for this initial
ascending phase.

As shown in Figure 3C, the avidity-mediated gain in
apparent affinity after 60 min, apppKD(ab) - pKD(a), exhibits a
bell-shaped pattern when plotted against log(t1/2) for all
values of k1 examined. First, apppKD(ab) - pKD(a) increases in step
with log(t1/2), with a slope factor of 1. This increase will
progressively fade and ultimately give way to a decline. This
inversion derives from the fact that the pKDapp of the hetero-
bivalent ligand has reached a plateau value (Figure 3B),
whereas pKD(a) is still able to increase in step with log(t1/2)
(Figure 3A). The largest difference between apppKD(ab) and pKD(a)

is thus obtained at the inflection point of the apppKD(ab) versus
log(t1/2) plot. This implies that, because of the limited incu-
bation time, the highest avidity-mediated gain in ‘affinity’
will be obtained for large k1/moderate t1/2 combinations.

The next series of simulations were aimed to examine
the influence of the maximal distance between the pharma-
cophores of the heterobivalent ligand, r, and the penalty
factor for the second free pharmacophore-target site interac-
tion, f, on the avidity-mediated gain in apparent affinity
after 60 min. Interestingly, r and f are connected mathemati-
cally via the inverse relationship between [L] and r3 and by
the persistent presence of the quotient [L]/f in the differen-
tial equations. Consequently, multiplying r by the value x

Scheme 2
Schematic representation of the additional interactions between
ligand ‘c’ and isolated target sites (1 and 2) and target-pairs (3).
Definitions in the legend of Scheme 1 apply and the abbreviated
notation for the molecular species and complexes is in red. ‘c’
interacts in a competitive manner with ‘A’ with association and
dissociation rate constants k3 (in·M-1·min-1) and k-3 (in·min-1) respec-
tively. This interaction is unaffected by the occupancy of ‘B’ by the
heterobivalent ligand and vice versa. Differential equations that
govern how the concentration of these different species evolves with
time are provided in Supporting Information Appendix S1.
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Figure 2
Simulated saturation binding of ‘a’ and ‘aa’ to isolated target sites ‘A’ and of ‘ab’ to target-pairs ‘AB’ at different incubation times. Left panels:
Saturation binding curves at different incubation times (given in each panel). Target site occupancy by ‘ab’ includes all bound species as
enumerated in equation 10 of Supporting Information Appendix S1. Association k1 (and k2) values equal 1 ¥ 106 M-1·min-1 and dissociation k-1

(and k-2) values equal 2.5 min-1 in panel A, 1 min-1 in panel B and 0.25 min-1 in panel C. This corresponds to individual bond dissociation t1/2

values (denoted as t1/2 further on) of 0.28, 0.69 and 2.8 min respectively. Red curves represent saturation binding of ‘a’ under equilibrium
conditions (attained at the shortest incubation time); its concentration causing 50% occupancy (denoted as KD(a) further on) is 2.5, 1 and 0.25 mM
in panels A, B and C respectively. Blue curves represent saturation binding of ‘aa’ under equilibrium (also attained at the shortest incubation time);
its concentration causing 50% occupancy is half the value of KD(a). Black curves represent saturation binding of ‘ab’ after the indicated incubation
times and with r = 54 Å and f = 10. Right panels: Analysis of ‘ab’ saturation binding curves shown in the corresponding left panels. An extended
range of association times is examined here. Top: the time-dependent approach to quasi-equilibrium is reflected by the decrease in steepness of
the curves (quasi-equilibrium is considered to be attained when nH � 1.02). Bottom: The leftward shift of the ‘ab’ curves is designated by the
quotient between KD(a) and the apparent KD values of ‘ab’ and presented as apppKD(ab) - pKD(a). These values increase until a limit (i.e. 2.3, 2.7 and
3.3 in panels A, B and C respectively) is attained.
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yields the same outcome as multiplying f by x3. Hence, there
is no need to examine the impact of r and f individually.
Although we introduced f to account for phenomena like a
limited rotational freedom of a remaining free pharmacoph-
ore, it may also act as a cooperativity factor when pharma-
cophores modulate each other’s affinity by changing their
association rate. Indeed, f should be inversely related to a,
the cooperativity factor in the general allosteric ternary
complex model (Christopoulos, 2002; Christopoulos and
Kenakin, 2002).

As increasing f (or r) only affects the second
pharmacophore-target site interaction in our model
(Scheme 1.3), it will not have the same consequences
as decreasing k1, as examined in Figure 3. As shown in
Figure 4A, increasing f produces a rightward shift of the
apppKD(ab) versus log(t1/2) plot without affecting the slope factor
(of 2) of the initial ascending section or the upper limit of
apppKD(ab) (Figure 4A). As illustrated by the blue arrow in
Figure 4A, this rightward shift reflects a decrease in apppKD(ab)

and the associated faster attainment of quasi-equilibrium
binding at any given k1/k-1 combination. This can be attrib-
uted to the fact that f decreases the likelihood of the hetero-
bivalent ligand’s second pharmacophore to bind to its
cognate target site. Similarly, increasing r will decrease
apppKD(ab) as well because of the concomitant decrease in the
local concentration [L] of the second tethered ligand. The
pKD(a) versus log(t1/2) relationship (in red) is obviously not
affected by r and f and is only shown for comparison. As
shown in Figure 4B, the apppKD(ab) - pKD(a) versus log(t1/2) plots
display the same bell-shaped pattern as in Figure 3C and
the highest avidity-mediated gain in apparent affinity is
obtained for low f (or r)/moderate t1/2 combinations.

Forced proximity and residence time
To simulate the dissociation of pre-bound ligands, the wash-
out process was initiated by setting the free ligand concen-
tration to 0. In experimental terms, this corresponds to
replacing the initial ligand-containing medium with a large
excess of fresh, naïve medium. For those simulations, we also
assumed that, even if the dissociated ligand molecules were
distributed throughout this medium, the resulting concentra-
tion should be so low that the establishment of a new mass-
action-type binding equilibrium is negligible. Similar to the
situation with monovalent ligands and divalent ligands with
equivalent pharmacophores (in the case of well-separated
target sites), the dissociation of heterobivalent ligands from
target-pairs can be satisfactorily described by a mono-
exponential dissociation paradigm (Figure 5A). However,
while the former dissociate with the same rate (solely dictated
by k-1), full liberation of the target-pairs by the heterobivalent
ligands (i.e. recovery of the unbound ‘AB’ species) takes place
at a much slower pace (Figure 5A and Table 1). The dissocia-
tion half-life of [AB]occ is referred to as log(t1/2(ab)) and contin-
ues to increase unabated and with a slope factor of 2 when
plotted against log(t1/2) (Figure 5B, C). This implies that the
forced proximity-mediated gain in residence time is always
proportional to the residence time of an equivalent monova-
lent ligand. Alternatively, when log(t1/2) is kept constant, a
considerable gain in log(t1/2(ab)) can also be achieved when
increasing k1 and/or decreasing f and r (Figure 5B, C). These
latter contributions can be explained by the increased likeli-
ness of the partially dissociated complexes (i.e. aAB and ABb)
to convert back into the doubly linked one (i.e. aABb) rather
than dissociating completely.

Figure 3
Simulated a-A and ab-AB saturation binding: effect of k1 and k-1 [expressed in the abscissa as log(t1/2) with t1/2 in min]. For all ab-AB saturation
binding curves: r = 54 Å and f = 10. Symbols refer to values of k1; black symbols correspond to 60 min of incubations and red symbols correspond
to quasi-equilibrium binding of ‘ab’ examined in Figure 2A–C. (A, B) pKD(a) and apppKD(ab) values are presented individually as a function of log(t1/2)
for the different values of k1 disclosed in panel C. (C) apppKD(ab) - pKD(a) as a function of log(t1/2) and for different values of k1.
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As already pointed out in the Introduction, a large
increase in target residence time can be explained by the fact
that a freshly dissociated pharmacophore is forced to remain
in ‘forced proximity’ to its cognate binding site as long as its
tethered, companion pharmacophore is still bound. Note
that when both pharmacophores display distinct dissociation
profiles (which is the most likely situation in case of hetero-
bivalent ligands), the one with the largest dissociation rate
constant is likely to be the first one to dissociate. However, as

rate constants have only macroscopic/statistical significance,
it is also extremely improbable for both pharmacophores to
dissociate simultaneously when their dissociation rate con-
stants are identical.

The addition of a competing ligand ‘c’ in the washout
does not affect the dissociation of freely diffusing monova-
lent and divalent ligands (in the case of well-separated target
sites). Nonetheless, the dissociation of heterobivalent ligands
from their target-pairs will be accelerated by such competing
ligands even when they only interact with one of the target
sites available (Kramer and Karpen, 1998). We also performed
simulations to mimic such wash-out conditions, based on
the assumption that ‘c’ only binds to ‘A’ in a reversible and
competitive fashion and that this interaction leaves the b-B
interaction undisturbed and vice versa. The relevant interac-
tions are presented in Scheme 2.1–2.3 and the corresponding
(new and modified) differential equations are given in Sup-
porting Information Appendix S1. These equations also take
account of the existence of cAB as well as of the hybrid cABb
species. Hence, to obtain the overall occupancy of AB by
the heterobivalent ligand (i.e. [AB]occ), cABb must also be
included in the sum of bound species (see equation 14 in
Supporting Information Appendix S1).

As illustrated in Figure 6A, the time-dependent decrease of
[AB]occ is accelerated by ‘c’ in a concentration-dependent
fashion, but without reaching the dissociation profile of an
equivalent monovalent ligand (in red). Indeed, even in the
presence of a maximally effective concentration of ‘c’, the
heterobivalent ligand’s dissociation curve will temporarily lag
behind that of a freely diffusing mono-/divalent ligand. This is

Figure 4
Simulated a-A and ab-AB saturation binding: effect of f and k-1 [expressed in the abscissa as log(t1/2) with t1/2 in min]. Incubation times were set
to 60 min, k1 = 1 ¥ 106 M-1·min-1 and r = 54 Å for ab-AB interactions. (A) pKD(a) and apppKD(ab) values are presented as a function of log(t1/2) for the
different values of f disclosed in panel B. As illustrated by the blue arrow, the rightward shift of these curves results, at constant k-1, in a decrease
in apppKD(ab) and a faster attainment of quasi- equilibrium binding. (B) apppKD(ab) - pKD(a) as a function of log(t1/2) and for different values of f.

Table 1
Calculated dissociation t1/2 values of monovalent and heterobivalent
ligand ‘AB‘ complexes (t1/2 and t1/2(ab) in min, respectively) as a
function of k-1

k-1 (min-1) t1/2 (min) t1/2(ab) (min)

10 0.069 1.9

5 0.14 7.3

2.5 0.28 29

1 0.69 180

0.5 1.4 710

Other parameters are k1 = 1 ¥ 106 M-1·min-1, r = 54 Å and f = 10.
Simulated data (with examples shown in Figure 5A) were ana-
lysed by GraphPad Prism 4.0 (GraphPad Software Inc., San
Diego, CA, USA) according to a mono-exponential dissociation
paradigm with 0% occupancy as the lower asymptote.
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Figure 5
Simulated ab-AB dissociation: effect of f, k1 and k-1 [expressed in the abscissa as log(t1/2), with t1/2 in min]. Target site occupancy by ‘ab’ includes
all bound species as enumerated in equation 10 of Supporting Information Appendix S1 and amounts to 99% of [AB]tot at the onset of the
dissociation. Washout is initiated at t = 0 by setting [ab] to 0. Default parameters and units: k1 = 1 ¥ 106 M-1·min-1, f = 10, r = 54 Å. (A) Example
of time-dependent decline in target site occupancy by ‘ab’ with different k-1 values (solid curves). Curves are generated by a mono-exponential
dissociation model with 0% occupancy as lower asymptote. Red (for the sake of comparison): decline in target site occupancy by ‘ab’ (solid curve)
and by ‘a’ with the same k-1 value (broken curve). Calculated binding parameters are given in Table 1. (B, C) Dissociation t1/2 of ‘ab’, denoted as
log(t1/2(ab)), as a function of log(t1/2) for different values of k1 and f respectively. Red line refers to monovalent a-A dissociation.
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because even if binding of ‘c’ to liberated target sites proceeds
fast enough to prevent all re-association of the original phar-
macophore, the dissociation process will only be complete
when the tethered companion pharmacophore has dissoci-
ated as well. As shown in Figure 6B, this results in a transient
existence of the hybrid cABb species in which the target-pair is
bound to ‘c’ and also still partially bound to ‘ab’. Bound species
other than aABb and cABb are negligible both at the onset and
during the progress of the washout (data not shown).

The dose-dependency of the accelerating effect by ‘c’ after
60 min of washout is pictured in the inset of Figure 8. The
data match a one-site competition binding model, but the
calculated IC50 value (68 mM) is substantially higher than
the theoretical KD value of ‘c’ (=k-3/k3 = 0.1 mM). This marked
difference may be explained by the fact that ‘c’ needs to
be present at very high concentrations to prevent a-A
re-association when both are in ‘forced proximity’ (i.e. a

condition where the local concentration of ‘a’, [L], is very
high).

Hindered ligand diffusion

As outlined in detail elsewhere (Vauquelin, 2010; Vauquelin
and Charlton, 2010), hindered diffusion will not only induce
dissociated ligand molecules to undergo rebinding but it will
also delay the association process because of the slower
replacement of ligand molecules that were taken away from
the vicinity of the membrane by the binding process. The
equations to describe these processes have been developed
independently in different life science disciplines, but they
have the same mathematical form (Perry et al., 1980; Frost
and Wagner, 1984; Goldstein and Dembo, 1995; Schuck and
Minton, 1996; Christensen, 1997). Particularly the overall/

Figure 6
Simulated ab-AB dissociation in the presence of increasing concentrations of the competitive ligand ‘c’ that can only interact with target site ‘A’
with association (k3) and dissociation (k-3) rate constants of 1 ¥ 107 M-1·min-1 and 1 min-1 respectively. The interaction with ‘c’ is depicted in
Scheme 2 and described by the differential equations in Supporting Information Appendix S1. (A) Black curves: Examples of time-dependent
decline in target site occupancy ([AB]occ, as defined by equation 14 of Supporting Information Appendix S1) by ‘ab’ without ‘c’ (no symbols) or
with the indicated concentrations of ‘c’ (symbols). [AB]occ amounts to 99% of [AB]tot at the onset of the washout and the dissociation is initiated
by setting [ab] to 0. Binding parameters: k1 = 1 ¥ 106 M-1·min-1, k-1 = 0.1 min-1, r = 54 Å, f = 10. Red curve: Dissociation of ‘a’ with the same k-1

value. (B) Time-dependent changes in [AB]occ and its constituent species. [AB]occ is only composed of [aABb] at the onset of the washout and [cABb]
rises transiently as time progresses. Binding parameters are the same as in panel A and [c] = 3 mM. Red curve: Dissociation of ‘a’ with the same
k-1 value.
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macroscopic association and dissociation events are no
longer governed by rate constants but by the rate coefficients,
k1/(1 + k1·[A]·k) and k-1/(1 + k1·[A]·k) for a monovalent ligand
and, because of its twofold higher probability to bind, by the
rate coefficients 2·k1/(1 + 2·k1·[A]·k) and k-1/(1 + 2·k1·[A]·k) for
a homobivalent ligand in the case of well-separated target
sites. The parameter ‘k’ depends on the diffusion rate of the
free ligand and the geometric characteristics of the unstirred
layer (Coombs and Goldstein, 2004; Vauquelin and Charlton,
2010). The present simulations focus on the effects of hin-
dered ligand diffusion on the binding properties of monova-
lent and divalent ligands in the case of well-separated target
sites (Scheme 1.1 and 1.2; the corresponding differential
equations are given in Supporting Information Appendix S1).

These equations stipulate that increasing the association
rate constant, k1, should increase the effect of hindered dif-
fusion on the ligand binding properties. This deduction is
confirmed by the simulated binding data. When k1 is only
1 ¥106 M-1·min-1, this mechanism will only minimally affect
the saturation and dissociation binding curves of monovalent
and homobivalent ligands. The saturation curves are still
sigmoidal after 60 min of incubation, the bivalent ligand has
twice the potency of the monovalent one and both dissociate
with nearly the same rate (data not shown). However, when
their k1 is raised to 1 ¥ 107 M-1·min-1, hindered diffusion
clearly starts to affect the binding characteristics of those
ligands, as shown by the rightward shift and steepening of
the saturation curves when compared with the free 3D diffu-
sion controls (Figure 7A and Table 2). Closer scrutiny reveals
that this mechanism also generates a delay in the attainment
of equilibrium binding (Figure 7B). Consequently, the apppKD

values (as well as the nH values, not shown) of such curves
need more than 60 min to reach the theoretical equilibrium
values (Figure 7C) and, conforming to the equations shown,
this delay is more obvious for the homobivalent ligand.

These equations also explain why hindered diffusion
delays the overall dissociation of the bivalent ligand more
than that of the monovalent ligand (Figure 8). Here again,
such delay only becomes perceptible when k1 is raised from 1
¥ 106 to 1 ¥ 107 M-1·min-1 (data not shown). This delay is also
more pronounced at low target occupancy (because of the

factor k1·[A]·k in the denominator) and this property is
responsible for an upward inflection of the dissociation curve
with time (because more and more targets are liberated).
Nevertheless, binding is still decreasing at the nadir in
Figure 8 and it will ultimately vanish. Note that the equa-
tions for ligand dissociation, under hindered diffusion
(Supporting Information Appendix S1), do not describe a
mono-exponential decline in ligand binding nor a combina-
tion of two or more of such processes. Hence, despite the
apparent ‘biphasic’ character of such dissociation curves,
they cannot be adequately analysed in terms of a two-site
competition paradigm.

Table 2
Effect of ligand bivalency and hindered diffusion on ligand saturation
binding to isolated targets

Ligand

pKD and (nH)
for free 3D
diffusion

apppKD and (nH)
for hindered
diffusion

Monovalent, ‘a’ 8.00 (1.00) 7.85 (1.37)

Homobivalent, ‘aa’ 8.31 (1.00) 7.97 (1.61)

Binding data after 60 min of incubation were simulated and the
derived binding curves are shown in Figure 7A (binding param-
eters are given in the legend). The data were analysed by Graph-
Pad Prism 4.0 (GraphPad Software Inc.) according to a variable
slope sigmoidal concentration–response paradigm to yield the
listed apppKD values and Hill coefficients (nH).

Figure 7
Simulated occupancy of isolated target sites in the presence of
increasing concentrations of ligand: effect of bivalency and hindered
diffusion-related rebinding. a-A interactions take place with the rate
constants: k1 = 1 ¥ 107 M-1·min-1 and k-1 = 0.1·min-1. To simulate
hindered diffusion, the product k1·[A]tot·k is arbitrarily set to 10.
Curves in black apply when data overlap. (A) Saturation curves of ‘a’
and ‘aa’ after 60 min of incubation in the case of free diffusion (3D)
and hindered diffusion. Calculated binding parameters are given in
Table 2. (B) Time-dependent increase in ‘a’ and ‘aa’ binding in case
of free diffusion (3D) and hindered diffusion. Ligand concentrations
(i.e. 10 and 5 nM, respectively) are chosen to yield 50% target site
occupancy at equilibrium. (C) Time-dependent leftward shift of the
‘a’ and ‘aa’ saturation binding curves in the case of free diffusion (3D)
and hindered diffusion. Their apparent equilibrium dissociation con-
stants (referred to as apppKD) decrease until the respective equilibrium
binding values for ‘a’ and ‘aa’ are finally approached.
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When the hindered diffusion mechanism is operational,
addition of a competing ligand ‘c’ to the washout medium
will also accelerate the dissociation of the monovalent and
homobivalent ligands in a concentration-dependent fashion.
When the concentration of ‘c’ is sufficiently elevated, the
dissociation curves will become monophasic and superim-
posable on the free 3D diffusion, control curves (data not
shown). Similar concentration-dependent effect of unlabelled
competing ligands has been observed experimentally when
studying their effect on the dissociation of radiolabelled
antagonists from different GPCRs in intact cells (Fierens et al.,
1999; Packeu et al., 2008; Wennerberg et al., 2010). The inset
of Figure 8 compares the concentration-dependency of the
accelerating effect by ‘c’ after 60 min of washout for the
different types of ligands we considered. All simulated data
match a one-site competition binding model. In the case of
hindered diffusion, ‘c’ will accelerate the dissociation of
monovalent and homobivalent ligands with relatively high
potency (IC50 = 0.15 and 0.23 mM respectively). These values
are only slightly above its theoretical KD value (=k-3/k3 =
0.1 mM).

Comparison of the effect of both
mechanisms on ligand binding

Bi-/multivalent ligands experience markedly increased affin-
ity and target residence time when at least two of their phar-
macophores are able to bind simultaneously to physically
linked target sites. It is widely accepted that the occurrence of
a single bond will cause the unbound but tethered pharma-
cophore to stay in ‘forced proximity’ to the target. This
second pharmacophore will thereby acquire a very high local
concentration, a factor that greatly favours the (re)formation
of the second bond (Kaufman and Jain, 1992; Plückthun and
Pack, 1997). This process can be considered to represent an
extreme form of ligand rebinding, a term that usually refers
to the propensity of freshly dissociated molecules to
re-associate with their epitope/target because of some impedi-
ment that slows down their diffusion away from the target
(Coombs and Goldstein, 2004; Vauquelin, 2010; Vauquelin
and Charlton, 2010). It is therefore of interest to compare the
effect of both mechanisms on the ligand’s affinity for its
target and its residence time.

The first major outcome of the present study is that forced
proximity and hindered diffusion mechanisms will both
delay the attainment of equilibrium binding but that only
the former will trigger an increase in affinity (i.e. avidity).
This is clearly demonstrated by the continuing time-
dependent leftward shift of the saturation binding curves in
the presence of such mechanisms when, in their absence, the
corresponding ligands have already reached equilibrium (Fig-
ures 2 and 7). However, the causes for these delays are of
different origins. While bivalency will only produce a twofold
increase in affinity, the addition of a forced proximity
mechanism will produce a marked supplementary increase
(Figure 2). Saturation binding will consequently need to be
studied at very low heterobivalent ligand concentrations and,
because of the positive correlation between the association
rate of a bimolecular binding process and the ligand concen-
tration, the initial association process will take much longer
to reach equilibrium (this is especially so at the lowest ligand
concentrations). Slow initial association may thus blunt the
observed potency of heterobivalent ligands and this will lead
to somewhat counterintuitive behaviour when the incuba-
tion times are kept within reasonable limits. Indeed,
although the avidity of the bivalent ligands is positively cor-
related with k1 (along with other factors such as a short
distance between the ligand’s pharmacophores) and the dis-
sociation t1/2 of the individual bonds, it is shown in Figures 3
and 4 that increasing t1/2 beyond a certain limit will actually
curb any further increase in the avidity of those ligands. As
the incubation time is limited by practical considerations, it
is therefore likely that most recorded ‘avidity’ values are only
‘apparent’.

In contrast, a hindered diffusion mechanism will not
affect the ligand’s affinity itself. Instead, it will be respon-
sible for a slower migration of ligand molecules to the target
sites so that each binding process will temporarily produce
a local deficit of free ligand. As this phenomenon is most
prominent at low ligand concentrations, it will produce
steep saturation binding curves. As the incubation time is
increased, these curves will gradually shift to the left and

Figure 8
Simulated a-A and aa-A dissociation in the presence of increasing
concentrations of the competitive ligand ‘c’. Binding parameters are
the same as in Figure 7 for ‘a’ and ‘aa’ and as in Figure 6 for ‘c’. (Main
panel) Examples of time-dependent decline in target site occupancy
by ‘a’ and ‘aa’ in medium only in the case of free diffusion (3D) and
hindered diffusion (with k1·[A]tot·k = 10). 99% of the target sites are
bound at the onset of the washout and the dissociation is initiated by
setting [a] or [aa] to 0. Curves in black apply when data overlap.
(Inset) Remaining occupancy (after 60 min washout) of ‘A’ by ‘a’ and
‘aa’ in the case of hindered diffusion and of ‘AB’ by ‘ab’: effect of [c].
Control binding refers to remaining target site occupancy after
60 min of washout in medium only. Data are from an extended
range of simulations such as shown in Figure 6A for ‘ab’. The curves
are generated by a single-site competition model.

BJP G Vauquelin and SJ Charlton

1782 British Journal of Pharmacology (2013) 168 1771–1785



steepen until equilibrium binding is reached (Figure 7). A
local deficit will also be produced twice as fast in the case of
bivalency and this deficit is likely to reduce the bivalency-
mediated gain in potency over short incubation times
(Figure 7).

The second major outcome is that forced proximity and
hindered diffusion mechanisms will both prolong the resi-
dence time of the ligands. When a heterobivalent ligand is
only coupled to a target-pair via a single bond, the second,
tethered pharmacophore has (whether or not it has freshly
dissociated) no other option than to stay in ‘proximity’ to its
cognate target site as long as the single bond remains. Com-
pared with a hindered diffusion-related mechanism where
the dissociated ligand molecules only briefly remain close to
their target sites, this situation will thus pertain for a much
longer time. This combination will greatly favour the second
pharmacophore-target site interaction, especially for an
elevated k1/low f/low r combination. Rebinding is therefore
more prevalent with forced proximity than with a hindered
diffusion-related mechanism and the overall dissociation
process will therefore also exhibit a more substantial delay.
Note that hindered diffusion-related rebinding will also
proceed faster in the case of bivalency and when the local
concentration of free target sites is high. Bivalent ligands will
therefore reside somewhat longer at their target sites than
their monovalent counterparts (Figure 8) and, as the concen-
tration of free target sites increases with time in washout
dissociation experiments, the dissociation curves will show
an apparent biphasic pattern. This deviation from the theo-
retical mono-exponential decline in binding (in the case of
free, un-hindered 3D diffusion of the ligand) actually
impedes the correct quantification of the ligand’s residence
time.

Additionally, the present simulations reveal that, for
both mechanisms, the rebinding-related increase in resi-
dence time can be counteracted by a competitive ligand ‘c’
(Figures 6 and 8). Indeed, when the washout takes place in
the presence of ‘c’, it will compete with the freshly dissoci-
ated ligands for occupancy of the liberated target sites. This
allows ‘c’ to accelerate the overall dissociation process in a
concentration-dependent fashion. When ‘c’ can only bind
to one of the sites of a target-pair (a situation that is likely to
take place when the ligand is of heterobivalent nature), it
needs to compete with the corresponding pharmacophore
(i.e. ‘a’ in the present simulations) to prevent its rebinding.
However, being tethered, this pharmacophore will stay
much longer nearby its target site than in the case of a
freshly dissociated ligand molecule whose diffusion is
merely hindered. This implies that, at the same concentra-
tion, ‘c’ will be much less efficient in preventing the rebind-
ing of the tethered pharmacophore. Hence, although ‘c’ is
effectively able to accelerate the dissociation of a heterobiva-
lent ligand, this will take place with appreciably lower
potency than in the simple hindered diffusion situation
(Figure 8, inset). Finally, hindered diffusion could potentially
also affect the binding of heterobivalent ligands to their
target-pairs. However, this mechanism only becomes opera-
tional at quite elevated k1. It therefore affects the binding
properties of the prototype we considered in the previous
section (with k1 of only 1 ¥ 106 M-1·min-1) much less than
the forced proximity mechanism.

Concluding remarks

Simultaneous binding of the two pharmacophores of a biva-
lent ligand to their target sites is likely to produce a marked
gain in its affinity (i.e. avidity). Earlier mathematical analy-
ses of such models relied on affinity constants of the indi-
vidual binding events. Consequently, these only allowed the
calculation of the bivalent ligand’s genuine affinity or, in
other words, its potency under equilibrium conditions.
However, the present simulations are based on the underly-
ing rate constants and suggest that experimental measure-
ments are likely to yield affinity values that are only
apparent and lower than expected. This is because incuba-
tion times that are deemed reasonable for the purpose of, for
example, generating saturation binding curves are likely to
be less than those actually required to reach genuine equi-
librium binding. Taking this ‘time-pressure’ into account,
the simulations suggest that the highest gain in apparent
affinity is most likely to be obtained when the constituting
pharmacophores display large k1/moderate dissociation t1/2

combinations.
Binding of the two pharmacophores of a bivalent ligand

to their target sites will also result in a marked increase in its
overall target residence time, which can be attributed to
the propensity of a freshly dissociated pharmacophore to
undergo rebinding to its cognate target site because both
have to remain in close proximity as long as the other phar-
macophore is still bound. The residence time of any ligand
can also be increased by diffusion-related rebinding mecha-
nisms, but not to the same extent as in the ‘forced proximity’
situation because dissociated molecules only briefly remain
nearby their target sites. Because of the central role of rebind-
ing events in both mechanisms, the residence time of affected
radioligands can be reduced in a concentration-dependent
fashion by adding competitive ligands. While this latter
behaviour is unmistakably a result of competitive interac-
tions in the present simulations, it is still considered by some
to represent crucial evidence for the occurrence of allosteric
interactions (Urizar et al., 2005; De Meyts et al., 2009). Hence,
great care must be taken when interpreting this type of
experimental observations.

In terms of utilizing this information to aid the design
of more efficacious heterobivalent therapeutic agents, it
appears that there is a balance to consider when choosing
the correct kinetic properties of the individual pharmacoph-
ores. Depending on its pharmacokinetic half-life in the
body, a heterobivalent ligand built from very high affinity,
slowly equilibrating pharmacophores may not have suffi-
cient time to achieve equilibrium with the target. Its
potency could therefore be less than expected. Such a
heterobivalent ligand would, however, have significant
advantages in terms of residence time at the target. This
combination of high affinity and slow dissociation may
benefit the therapeutic efficacy of a drug because of its
potentially high target selectivity and long duration of
action (Copeland et al., 2006; Swinney, 2006; 2008; 2009;
Zhang and Monsma, 2009; Copeland, 2012). Slow dissoci-
ating bivalent ligands that have minimal intrinsic adverse
events are thus expected to be highly efficient for therapies
that require continuing, elevated levels of target occupancy.
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